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Abstract. Regular expressions are a popular formalism to specify patterns of input. There exist effective algorithms to check if a regular expression matches some input. Little is known how to fix expressions in case of matching failure. We introduce a novel method to fix regular expressions based on Antimirov’s partial derivatives. Our method guarantees that fixes are small and the approach can be implemented with little effort.

1 Introduction

Regular expressions are widely used in a multitude of applications, ranging from web search engines, description of semi-structured to their classical use in lexical analysis. Their theory is well-understood and there exist established algorithms to check if a regular expression matches a word. For example, the standard approach is to convert the expression into an FSA and then run the FSA against the input string. A less well-studied problem is how to deal with matching failure. Our interest is to fix regular expressions in case an expression $r$ does not match some input word $w$. Concretely, in case $w \not\in \mathcal{L}(r)$ we wish to find some expression $s$ such that $w \in \mathcal{L}(s)$ and $\mathcal{L}(r) \subseteq \mathcal{L}(s)$. The fix $s$ accepts the word and subsumes the original expression $r$. The problem could be trivially solved by providing the fix $r + w$ where $+$ represents the alternative operator. This approach is of course far too naive. If possible we wish to apply small fixes to $r$.

In terms of the FSA implied by the regular expression, we wish to add as few states and transitions as possible such that the fixed FSA accepts the word. One issue is that the changes made to the FSA must be transferred back to the expression from which the FSA is derived from. This appears to be non-trivial assuming standard automata-based matching methods.

In this work, we introduce an entirely symbolic approach to fix regular expressions. For regular expression matching we use Antimirov’s partial derivatives [1]. Partial derivatives represent states of an NFA. Importantly, partial derivatives are subterms of the original expression. In case of matching failure where we encounter a failure state, failure can be traced back to faulty subterms in the original expression. Faulty subterms are either symbol or $\epsilon$ expressions which clash with an input symbol. Roughly, the fix is to provide the input symbol
as an alternative. To the best of our knowledge, we are the first to study the problem of fixing matching failure. We offer a solution by providing small fixes. Specifically, our contributions are:

– We revisit Antimirov’s partial derivatives (Section 3). In our formulation, we attach labels to certain subterms which allows us to establish precise connections between subterms in partial derivatives and the original expression (Section 3.3).
– Based on this information, we introduce a symbolic method to fix expressions in case of regular expression matching failure (Section 4).

Related work is discussed in Section 5. We conclude in Section 6. The upcoming section highlights the key ideas of our approach. The (optional) Appendix contains proofs which did not fit within the 15 page space restriction of the main paper.

2 Key Ideas

The basic idea behind Antimirov’s matching method is to repeatedly build partial derivatives for symbols in the input word. Once all symbols have been consumed we need to check if any nullable partial derivatives are reached. If yes the expression matches the input word.

For example, consider expression \((x \cdot y + x)^*\) and input word \(x \cdot y\). Operator \(\cdot\) denotes concatenation and \(+\) denotes choice. Whenever possible we drop parentheses by assuming that \(\cdot\) binds tighter than \(+\).

Similar to Brzozowski’s derivatives [4], partial derivatives are computed by traversal over the regular expression by taking away some leading symbol. The difference is that derivatives correspond to DFA states whereas partial derivatives correspond to NFA states. Hence, the function \(\partial_x(r)\) to build partial derivatives for some expression \(r\) w.r.t. symbol \(x\) yields a set.

For our example, we find the following computation steps.

1. Consumption of first input symbol \(x\):
   \[
   \partial_x((x \cdot y + x)^*) = \{y \cdot (x \cdot y + x)^*,(x \cdot y + x)^*\}
   \]

2. Consumption of second input symbol \(y\):
   \[
   \partial_y(y \cdot (x \cdot y + x)^*) = \{(x \cdot y + x)^*\}
   \]
   \[
   \partial_y((x \cdot y + x)^*) = \{\}
   \]

   The empty set \(\{\}\) indicates a failure state. However, we also reach \((x \cdot y + x)^*\) which is nullable. Hence, we can establish that \((x \cdot y + x)^*\) matches input \(x \cdot y\).

Let’s consider an example where matching fails. Suppose we try to match \((x \cdot y + x)^*\) against \(x \cdot z\). The second step yields

\[
\partial_2(y \cdot (x \cdot y + x)^*) = \{\}
\]
\[
\partial_2((x \cdot y + x)^*) = \{\}
\]
which indicates matching failure.

To provide fixes in case of failure, we adopt Antimirov’s method as follows. We introduce the additional expression \((z \mid \emptyset)\) to denote that we expect \(z\) but find \(x\). Thus, we can keep track of matching failure when building partial derivatives. By nature of the partial derivative operation, such ‘mismatch’ expressions always occur in the left-most position and only involve simple terms (either symbols or \(\epsilon\)). For our example, we find

\[
\partial_x(y \cdot (x \cdot y + x)^*) = \{(z \mid \emptyset) \cdot (x \cdot y + x)^*\}
\]
\[
\partial_x((x \cdot y + x)^*) = \{(z \mid \emptyset) \cdot y \cdot (x \cdot y + x)^*, (z \mid \emptyset) \cdot (x \cdot y + x)^*\}
\]

As we can see, all partial derivatives are faulty. How to fix them?

Now comes the crucial observation. The subterms which are in conflict with the expected symbol are subterms in the original expression. This is due to the fact that subterms in partial derivatives are subterms in the original expression. To make this point more clear we attach labels to subterms.

The labeled (original) expression is \((x_1 \cdot y_2 + x_3)^*\). The computation steps including labels are

\[
\partial_z(y_2 \cdot (x_1 \cdot y_2 + x_3)^*) = \{(z \mid \emptyset)_2 \cdot (x_1 \cdot y_2 + x_3)^*\}
\]
\[
\partial_z((x \cdot y + x)^*) = \{(z \mid \emptyset)_1 \cdot y_2 \cdot (x_1 \cdot y_2 + x_3)^*, (z \mid \emptyset)_3 \cdot (x_1 \cdot y_2 + x_3)^*\}
\]

Fixing a faulty partial derivative is surprisingly simple. A mismatch such as \((z \mid \emptyset)_3\) is resolved by providing the alternative \(z\) at label position 3 in the original expression. Recall that the fixed expression shall subsume the original expression. Hence, from \((z \mid \emptyset)_3\) we derive the fix \((x \cdot y + x + z)^*\) where we have underlined the replaced part. Similarly, from \((z \mid \emptyset)_1\) and \((z \mid \emptyset)_2\) we derive the fixes \((x + z) \cdot y + x)^*\ and \((x \cdot (y + z) + x)^*\). Fixing a faulty partial derivative does not immediately imply that the expression is fixed.

For example, consider the (intermediate) fix \(((x + z) \cdot y + x)^*\). Restarting the matching process for this expression yields

\[
\partial_x z(((x + z) \cdot y + x)^*) = \{y \cdot ((x + z) \cdot y + x)^*\}
\]

where we have repeatedly applied the (standard) partial derivative operation first for \(x\) and then for \(z\). The faulty partial derivative \((z \mid \emptyset)_1 \cdot y_2 \cdot (x_1 \cdot y_2 + x_3)^*\) from above has been fixed. However, there is still matching failure because \(y \cdot ((x + z) \cdot y + x)^*\) is not nullable. Resolution of non-nullable partial derivatives is similar to the resolution of mismatches. We need to compute the subterms (in the original expression) such that \(y \cdot ((x + z) \cdot y + x)^*\) becomes nullable. A possible fix here is \(((x + z) \cdot (y + \epsilon) + x)^*\).

We conclude that for expression \((x \cdot y + x)^*\) and input \(x \cdot z\) our method yields the following fixes:

1. \((x \cdot y + x + z)^*\),
2. \((x \cdot (y + z) + x)^*\) and
3. \(((x + z) \cdot (y + \epsilon) + x)^*\).
In general, fixes are small because the resolution of mismatches always involves an input symbol and a simple subterm. For our example, we can argue that (1) and (2) are minimal as they are obtained via a single resolution step. A more detailed discussion regarding minimal/best fixes follows later.

To summarize. We enrich partial derivatives and the operation to compute them to keep track of mismatches. A mismatch represents a conflict between an input symbol and a simple subterm which arises in the original expression. Repeated resolution of mismatches and non-nullable partial derivatives eventually yields an expression which accepts the input. In the remainder, we introduce the technical machinery to formalize our approach.

3 Partial Derivatives with Labels

We assume a fixed alphabet $\Sigma$ consisting of a finite set of symbols. We commonly refer to symbols as $x, y, \ldots$. The set $\Sigma^*$ denotes the set of finite words over $\Sigma$. We write $\epsilon$ to denote the empty word and $u \cdot v$ to denote the concatenation of two words $u, v \in \Sigma^*$.

We attach labels to subterms where labels are taken from a denumerable set. In examples, we will use the set $\mathbb{N}$ of natural numbers. Via labels we can connect partial derivative subterms to their originating expression. We will only care about subterms consisting of a symbol $x$ or $\epsilon$ expression. Hence, only those subterms are labeled.

**Definition 1 (Labeled Regular Expressions).** Labeled regular expressions over $\Sigma$ are defined by the following grammar:

$$r, s, t ::= \epsilon_l \mid x_l \in \Sigma \mid r + r \mid r \cdot r \mid r^*$$

where $l$ refers to a label.

We write $R$ to denote sets of expressions.

$$R ::= \{\} \mid \{r\} \cup R$$

The meaning of labeled regular expressions is defined by function $\mathcal{L}(\cdot)$ which maps expressions to sets of words.

$$\mathcal{L}(\epsilon) = \{\epsilon\}$$
$$\mathcal{L}(x) = \{x\}$$
$$\mathcal{L}(r + s) = \mathcal{L}(r) \cup \mathcal{L}(s)$$

$$\mathcal{L}(r \cdot s) = \{u \cdot v \mid u \in \mathcal{L}(r) \land v \in \mathcal{L}(s)\}$$
$$\mathcal{L}(r^*) = \{\epsilon\} \cup \{u_1 \cdot \ldots \cdot u_n \mid u_i \in \mathcal{L}(r) \land i \in \{1, \ldots, n\} \land n \in \mathbb{N}\}$$

The definition of $\mathcal{L}(\cdot)$ extends to $R$ as follows:

$$\mathcal{L}({\}) = \{\}$$
$$\mathcal{L}(\{r\} \cup R) = \mathcal{L}(r) \cup \mathcal{L}(R)$$
To omit parentheses, we assume that \( \cdot \) has a higher precedence than +. For example, \( r + s \cdot t \) is the short form of \( r + (s \cdot t) \).

An expression is properly labeled if each subterm \( \epsilon \) and \( x \) is attached with a distinct label. For example, \( x + \epsilon \cdot y \) is not properly labeled because \( x \) is missing a label and the label 1 appears twice. As we will see, there may be duplicate label occurrences in partial derivatives resulting from some properly labeled regular expression.

To define partial derivatives, we first introduce a predicate \( \nu(\cdot) \) to detect nullable expressions.

**Definition 2 (Nullable).** An expression \( r \) is nullable if \( \epsilon \in \mathcal{L}(r) \). Function \( \nu() \) tests if an expression is nullable.

\[
\begin{align*}
\nu(\epsilon) &= \text{true} \\
\nu(x_l) &= \text{false} \\
\nu(r + s) &= \nu(r) \lor \nu(s) \\
\nu(r \cdot s) &= \nu(r) \land \nu(s) \\
\nu(r^*) &= \text{true}
\end{align*}
\]

The definition extends to \( R \) as follows:

\[
\nu(\{\}) = \text{false} \\
\nu(\{r\} \cup R) = \nu(r) \lor \nu(R)
\]

**Proposition 1.** For any expression \( r \) we find that \( \epsilon \in \mathcal{L}(r) \) iff \( \nu(r) \) holds.

Next, we introduce partial derivatives. The definition follows [1] with the addition of dealing with labeled subterms.

**Definition 3 (Partial Derivatives).** Function \( \partial() \) computes the set of partial derivatives for an expression w.r.t. some fixed symbol \( x \). Its definition is as follows:

\[
\begin{align*}
\partial_x(\epsilon_l) &= \{\} \\
\partial_x(x_l) &= \{\epsilon_l\} \\
\partial_x(y_l) &= \{\} \\
\partial_x(r + s) &= \partial_x(r) \cup \partial_x(s) \\
\partial_x(r \cdot s) &= \begin{cases} 
\partial_x(r) \odot (s \cup \partial_x(s)) & \text{if } \nu(r) \\
\partial_x(r) \odot s & \text{otherwise}
\end{cases} \\
\partial_x(r^*) &= \partial_x(r) \odot r^*
\end{align*}
\]

where the smart concatenation constructor \( \odot \) is defined as follows.

\[
\begin{align*}
\mathcal{R} = \{r_1 \odot r_2 \mid r_1 \in \mathcal{R} \}
\end{align*}
\]
The definition of \( \partial_x(r) \) extends to words as follows. \( \partial_x(r) = \{ r \} \). \( \partial_w(r) = \bigcup_{s \in \partial_x(r)} \partial_w(s) \).

We say that the elements in \( \partial_x(r) \) are the partial derivatives of \( r \) w.r.t. symbol \( x \). A descendant of some expression \( r \) is either \( r \), or a partial derivative of \( r \) or a partial derivative of a descendant of \( r \). Often, we refer to descendants as partial derivatives.

For example, we find that
\[
\partial_x((x \cdot y + x)^*) = \partial_x(x \cdot y + x) \odot (x \cdot y + x)^* = \{ y, \epsilon \} \odot (x \cdot y + x)^* = \{ y \cdot (x \cdot y + x)^*, (x \cdot y + x)^* \}
\]

3.1 Regular Expression Matching via Partial Derivatives

We summarize the matching method based on partial derivatives.

**Proposition 2 (Antimirov [1]).** For any expression \( r \) and symbol \( x \) we find that \( L(\partial_x(r)) = \{ w \mid x \cdot w \in L(r) \} \).

**Definition 4 (Matching).**
\[
\text{match}_x(R) = \nu(R) \\
\text{match}_{x \cdot w}(R) = \bigvee_{r \in R} \text{match}_w(\partial_x(r))
\]

**Proposition 3.** For any expression \( r \) and word \( w \) we find that \( w \in L(r) \) iff \( \text{match}_w(\{ r \}) \) holds.

As we have seen earlier, \( \text{match}_{x \cdot y}(\{(x \cdot y + x)^*\}) \) holds. In general, it is more effective to pre-compute the partial derivatives arising from an expression instead of computing them on the fly during matching. This is possible because Antimirov proved that the set of descendants is finite [1]. As we are mainly interested in dealing with matching failure (where the expression changes) such a treatment is not necessary here.

Before we can present the details of our approach how to fix matching failure, we need to establish some important properties how subterms in partial derivatives are connected to subterms in the originating expression. First, we repeat some results already present in [1].

3.2 Partial Derivative Subterms

From Antimirov [1] we know that partial derivatives (and their descendants) of some expression \( r \) are of a particular shape.

**Definition 5 (Partial Derivative Subterms).** We write \( r[s] \) to denote a subterm \( s \) within expression \( r \). We define a restricted form of expressions w.r.t. some expression \( r \) which we abbreviate by \( p_r \) or \( q_r \).
\[
p_r, q_r ::= \epsilon \mid r \mid s_1 \cdot \cdots \cdot s_n
\]
where for each \( s_i \) we have that \( r[s_i] \) where \( s_i \neq \epsilon \).
Notation $p_r$ makes the initial expression an implicit parameter of all its descendants. This comes in handy when accessing the initial expression given some descendant.

**Proposition 4 (Antimirov [1]).** For any expression $r$ and word $w$ we find that each expression $t$ in $\partial_w(r)$ is of the form $p_r$.

That is, partial derivatives (and their descendants) of some expression $r$ are either $r$ itself, the empty word, or a concatenation of the form $s_1 \cdot \ldots \cdot s_n$ where $s_i$ are subterms of $r$. The last case includes the special case $s$ where $s$ is a subterm of $r$. The result is rather straightforward by observing the definition of $\partial()$. Recall the application of the smart constructor for concatenation. Therefore, we find that $s_i \neq \epsilon$.

The above result assumes the use of the associativity law $r \cdot (s \cdot t) = (r \cdot s) \cdot t$ which allows us to drop parentheses in case of concatenated partial derivatives of the form $s_1 \cdot \ldots \cdot s_n$. For example, by definition we find that $\partial_x(((x \cdot y) \cdot z) \cdot z) = \{(y \cdot z) \cdot z\}$. By application of associativity, we consider $(y \cdot z) \cdot z$ as isomorphic to $y \cdot z \cdot z$.

Next, we establish some further important properties about partial derivatives subterms.

### 3.3 Tracing and Extension of Simple Partial Derivative Subterms

In our formulation, we attach labels to symbols and $\epsilon$ to make stronger statements about partial derivatives and their subterms in connection to the original expression.

As stated earlier, we assume that expressions are properly labeled. This property does not apply to partial derivatives. For example, consider

$$\partial_x((x_1 \cdot x_2)^*) = \{x_2 \cdot (x_1 \cdot x_2)^*\}$$

where label 2 appears twice.

However, we can guarantee that if there are several occurrences of the same label, then the expressions connected to that label are all identical. We first introduce some definitions before stating this property more formally.

**Definition 6 (Simple Subterms).** We write $\gamma, \delta$ to denote (unlabeled) simple subterms representing either a symbol $x$ or the empty word $\epsilon$. With labels we simply write $\gamma_l$ and $\delta_l$.

**Proposition 5 (Identical Simple Subterms).** Let $p_r$ be a descendant of some expression $r$ such that $p_r[\delta_l]$ and $p_r[\gamma_l]$ for some simple subterms $\gamma, \delta$ and some label $l$. Then, we have that $\gamma$ and $\delta$ are identical.

**Proof.** (Sketch) This property is due to the smart constructor. The only time the expression connected to a label changes is in case $\partial_x(x_l) = \{x_l\}$. By definition of the partial derivative operation this will only ever take place on the left subexpression in a concatenated expression. Thanks to the smart constructor, the 'empty' left subexpression will be removed immediately. □
The above property justifies to strengthen Definition 5. In case of simple subterms connected to the same label, these subterms must be identical. Hence, the following definition is well-defined.

**Definition 7 (Label Occurrences).** Let \( p_r \) be some descendant of some expression \( r \). We write \( p_r[\delta_l] \) to refer to all occurrences of label \( l \) in \( r \) for some \( \delta \).

For \( p_r \) of shape \( r \) find that \( r[\delta_l] \) can be replaced by \( r[\delta] \) due to the assumption that the initial expression is properly labeled.

The next property establishes that simple subterms connected to the same label can be traced back to the expression they are derived from.

We write \( \delta = \epsilon \lor y \) to denote that \( \delta \) either equals \( \epsilon \) or some symbol \( y \).

**Proposition 6 (Tracing of Simple Subterms).** Let \( r \) be some expression and \( p_r \) and \( q_r \) some descendants such that \( p_r[\delta_l] \in \partial_x(q_r) \) for some symbol \( x \) where \( \delta = \epsilon \lor y \) for some symbol \( y \) and \( p_r \neq \epsilon \). Then, \( q_r[\delta_l] \).

**Proof.** (Sketch) Partial derivatives are composed of subexpressions of the originating expression. Hence, label \( l \) must exist in \( r \). We distinguish among the following cases. (1) The partial derivative operation has not been applied on the expression connected to label \( l \). So obviously if \( p_r[\delta_l] \in \partial_x(q_r) \), then \( q_r[\delta_l] \). Also recall Proposition 5. (2) The partial derivative operation has been applied on the expression connected to label \( l \). Cases \( \partial_x(\epsilon_l) = \{\} \) and \( \partial_x(y_l) = \{\} \) do not apply as label \( l \) occurs in \( p_r \). So the only relevant case is \( \partial_x(x_l) = \{\epsilon_l\} \). We know that due to the smart constructor \( \epsilon_l \) has been removed. As we assume that label \( l \) occurs in \( p_r \) and \( p_r \neq \epsilon \) it can only be the case that \( y = x \). Hence, we again have established the fact that if \( p_r[\delta_l] \in \partial_x(q_r) \), then \( q_r[\delta_l] \). \( \square \)

For example, recall the earlier example

\[
\partial_x((x_1 \cdot x_2)^*) = \{x_2 \cdot (x_1 \cdot x_2)^*\}
\]

where subterms \( x_1 \) and \( x_2 \) in the derived partial derivative can be traced back to the originating expression.

Based on the tracing of simple subterms property, we can even add alternatives while maintaining that extended expressions are still in partial derivative relation.

**Definition 8 (Alternative Extension).** Let \( p_r \) be a descendant of \( r \) where \( p_r[\delta_l] \) for some simple subterm \( \delta \) and label \( l \). Let \( t \) be some expression. Then, we write \( p_r[\delta_l] \xrightarrow{t} p_r[\delta_l + t] \) to denote that all occurrences of \( \delta_l \) in \( p_r \) are replaced by \( \delta_l + t \) which then results in the expression \( p_r[\delta_l + t] \). We refer to \( p_r[\delta_l + t] \) as the extension of \( p_r[\delta_l] \).

For example, consider building the extension for the partial derivative \( x_2 \cdot (x_1 \cdot x_2)^* \) and its originating expression \( (x_1 \cdot x_2)^* \).
\[ x_2 \cdot (x_1 \cdot x_2)^* [x_2] \xrightarrow{+x_3 \cdot y_4} (x_2 + x_3 \cdot y_4) \cdot (x_1 \cdot (x_2 + x_3 \cdot y_4))^* \]

\[ (x_1 \cdot x_2)^* [x_2] \xrightarrow{+x_3 \cdot y_4} (x_1 \cdot (x_2 + x_3 \cdot y_4))^* \]

In the first case, there are two occurrences of \(x_2\). Hence, the replacement step is applied twice.

An important property is that the thus extended partial derivative is in the set of the extended expression. For our example, the extended partial derivative \((x_2 + x_3 \cdot y_4) \cdot (x_1 \cdot (x_2 + x_3 \cdot y_4))^*\) is again in the set of partial derivatives (w.r.t. symbol \(x\)) of the extended expression \((x_1 \cdot (x_2 + x_3 \cdot y_4))^*\) as we find that

\[ (x_2 + x_3 \cdot y_4) \cdot (x_1 \cdot (x_2 + x_3 \cdot y_4))^* \in \partial_x((x_1 \cdot (x_2 + x_3 \cdot y_4))^*) \]

Here is the general formalization of this property.

**Proposition 7 (Extension of Simple Subterms).** Let \(r\) be some expression and \(p_1\) and \(q_r\) some descendants such that \(p_r[\delta]\) \(\in\) \(\partial_x(q_r)\) for some symbol \(x\) where \(\delta = \epsilon \vee y\) for some symbol \(y\) and \(p_r \neq \epsilon\). Let \(t\) be some expression. Let \(p_r[\delta]\xrightarrow{+t} p_r[\delta_t + t]\) and \(q_r[\delta]\xrightarrow{+t} q_r[\delta_t + t]\). Then, we find that \(p_r[\delta_t + t] \in \partial_x(q_r[\delta_t + t])\). Furthermore, \(L(q_r[\delta_t]) \subseteq L(q_r[\delta_t + t])\).

The proof argument is similar to Proposition 6. As the extension is built by providing alternatives for simple subterms it follows immediately that the extension subsumes the original expression.

By slightly abusing notation, the above proposition guarantees that

\[ \partial_x(q_r[\delta_t]) \subseteq \partial_x(q_r[\delta_t + t]) \quad (1) \]

The subset relation is proper for certain examples as shown by the following extension for our running example.

\[ x_2 \cdot (x_1 \cdot x_2)^* [x_1] \xrightarrow{+x_2 \cdot y_4} x_2 \cdot ((x_1 + x_3 \cdot y_4) \cdot x_2)^* \]

\[ (x_1 \cdot x_2)^* [x_1] \xrightarrow{+x_3 \cdot y_4} ((x_1 + x_3 \cdot y_4) \cdot x_2)^* \]

We find that

\[ \partial_x(((x_1 + x_3 \cdot y_4) \cdot x_2)^*) = \{x_2 \cdot ((x_1 + x_3 \cdot y_4) \cdot x_2)^*, y_4 \cdot x_2 \cdot ((x_1 + x_3 \cdot y_4) \cdot x_2)^*\} \]

The element \(y_4 \cdot x_2 \cdot ((x_1 + x_3 \cdot y_4) \cdot x_2)^*\) shows that the above subset relation (1) is proper.

The tracing and extension property are key technical ingredients in our algorithm to fix regular expressions in case of matching failure. This is what we discuss next.
4 Fixing Matching Failure

We incrementally introduce the various components to fix matching failure based on partial derivatives. The actual algorithm is presented at the end.

First, we introduce two new forms of expressions to keep track of mismatches.

\[ f ::= (x | \neq y)_l \mid (x | \neq \epsilon)_l \]
\[ r ::= \epsilon_l \mid x_l \mid \epsilon \mid \sigma \mid r \cdot r \mid r^* \mid f \]

The form \((x | \neq y)_l\) indicates that at location \(l\) we encounter \(y\) where we expect \(x\). Similarly, the form \((x | \neq \epsilon)_l\) indicates that the expected \(x\) does not match the present \(\epsilon\).

These forms only arise in partial derivatives. The adjusted definition is as follows.

**Definition 9 (Faulty Partial Derivatives).**

\[
\begin{align*}
\partial_x(\epsilon_l) &= \{(x | \neq \epsilon)_l\} \\
\partial_x(x_l) &= \{\epsilon_l\} \\
\partial_x(y_l) &= \{(x | \neq \epsilon)_l\} \\
\partial_x(r + s) &= \partial_x(r) \cup \partial_x(s) \\
\partial_x(r \cdot s) &= \begin{cases} \partial_x(r) \circ s \cup \partial_x(s) & \text{if } \nu(r) \\ \partial_x(r) \circ s & \text{otherwise} \end{cases} \\
\partial_x(r^*) &= \partial_x(r) \circ r^* 
\end{align*}
\]

We adjust Definition 5 to include faulty subterms which by construction must occur in leading position.

**Definition 10 (Partial Derivative Subterms with Faults).**

\[
p_r, q_r ::= \epsilon_l \mid r \mid s_1 \cdot ... \cdot s_n \mid f \cdot s_1 \cdot ... \cdot s_n
\]

where for each \(s_i\) we have that \(r[s_i]\) where \(s_i \neq \epsilon\). We say that \(p_r\) is faulty if \(p_r\) is of the form \(f \cdot s_1 \cdot ... \cdot s_n\). This includes the special case \(f\). Otherwise, we say that \(p_r\) is non-faulty.

In case we encounter a faulty partial derivative, we use the attached mismatch information to resolve the conflict. We crucially rely on the property that partial derivative subterms are subterms in expressions they are derived from. Hence, in case of a \((x | \neq y)_l\) mismatch we simply need to provide the alternative \(x\) at all occurrences of \(y_l\). Recall that we introduce alternatives because our goal is not to alter the set of words accepted by the expression.

A \((x | \neq \epsilon)_l\) mismatch indicates that we encounter \(\epsilon\) where we expect \(x\). The simple subterm in the originating expression may be either \(\epsilon\) or a symbol. For example, consider expression \(y_1\) and input \(y \cdot x\) for which we find

\[
\begin{align*}
\{\epsilon_l\} &= \partial_y(y_1) \\
\{(x | \neq \epsilon)_l\} &= \partial_x(\epsilon_l)
\end{align*}
\]
The fix here is to replace \( y_1 \) by \( y_1 + y_2 \cdot x_3 \).

For expression \( \epsilon_1 \) and input \( x \), we need to provide for the alternative to match against the empty word. In general, we encounter a simple term \( \delta \). To resolve the mismatch we simply provide the alternative \( \delta_{l_2} \cdot x_{l_3} \).

Here is the formal definition to resolve mismatches.

**Definition 11 (Mismatch Resolution).** Let \( p_r \) be a non-faulty partial derivative. We write \( p_r[y_i] \xrightarrow{[x|\varphi]} p_r[y_i + x_{l_2}] \) to denote that all occurrences of \( y_i \) in \( p_r \) are replaced by \( y_i + x_{l_2} \) where \( l_2 \) is some fresh label.

Similarly, we write \( p_r[\delta_i] \xrightarrow{[x|\varphi]} p_r[\delta_i + \delta_{l_2} \cdot x_{l_3}] \) to denote that all occurrences of \( \delta_i \) in \( p_r \) are replaced by \( \delta_i + \delta_{l_2} \cdot x_{l_3} \) where \( l_2, l_3 \) are fresh labels.

The introduction of fresh labels is important in case the resolution step is applied on the initial expression. Thus, the resulting expression remains properly labeled.

The following results guarantee that the mismatch resolutions indeed resolve a mismatch. We first consider the case of a mismatched symbol.

We write \( x_1 \cdot \ldots \cdot x_n \) to denote a word consisting of \( n \) symbols. Notation \( x^i \) refers to the \( i \)th position. We use superscript to avoid confusion with labels attached to simple terms.

**Proposition 8 (Symbol Mismatch Resolution).** Let \( r, p_{n+1}, \ldots, p_{n_r}, x^1, \ldots, x^n \) such that \( p_{1_r} = r \) and \( p_{i+1_r} \in \partial_x(p_{i_r}) \) for \( i = 1, \ldots, n \) where \( p_{1_r}, \ldots, p_{n_r} \) are non-faulty and \( p_{n+1_r} \) is faulty of the form \( (x^n | y_j) \cdot s_1 \cdot \ldots \cdot s_{m_j} \) for some label \( l \), symbol \( y \) and some subterms \( s_i \) of \( r \). Let \( r \xrightarrow{(x^n|\varphi_j)} r' \) and \( s_j \xrightarrow{(x^n|\varphi_j)} s'_j \) for \( j = 1, \ldots, m \). Then, we find that \( s'_1 \cdot \ldots \cdot s'_m \in \partial_{x^1} \ldots \partial_{x^n}(r') \). Furthermore, \( \mathcal{L}(r) \subseteq \mathcal{L}(r') \).

For \( \epsilon \) mismatch, a similar result applies.

**Proposition 9 (\( \epsilon \) Mismatch Resolution).** Let \( r, p_{n+1}, \ldots, p_{n_r}, x^1, \ldots, x^n \) such that \( p_{1_r} = r \) and \( p_{i+1_r} \in \partial_x(p_{i_r}) \) for \( i = 1, \ldots, n \) where \( p_{1_r}, \ldots, p_{n_r} \) are non-faulty and \( p_{n+1_r} \) is faulty of the form \( (x^n | \varphi_j) \cdot s_1 \cdot \ldots \cdot s_m \) for some label \( l \) and some subterms \( s_i \) of \( r \). Let \( r \xrightarrow{(x^n|\varphi_j)} r' \) and \( s_j \xrightarrow{(x^n|\varphi_j)} s'_j \) for \( j = 1, \ldots, m \). Then, either (1) \( \epsilon' \in \partial_{x^1} \ldots \partial_{x^n}(r') \) for some label \( \ell' \) or (2) \( s'_1 \cdot \ldots \cdot s'_m \in \partial_{x^1} \ldots \partial_{x^n}(r') \). Furthermore, \( \mathcal{L}(r) \subseteq \mathcal{L}(r') \).

Besides a mismatch due to an unmatched symbol, failure may arise because of a non-nulable final expression. For example, consider expression \( x_1 \cdot y_2 \) and input \( x \) where we find

\[
\{y_2\} = \partial_x(x_1 \cdot y_2)
\]

Hence, we perform a replacement similar to the above.

Unlike in case of mismatch resolution where for each faulty partial derivative there is only one mismatch (in the leading subterm), we may need to resolve several subterms. For example, consider

\[
\{y_2 \cdot z_3\} = \partial_x(x_1 \cdot y_2 \cdot z_3)
\]
where we need to make labels 2 and 3 nullable.

Identifying to be made nullable labels can be done by observing the structure of the (non-nullable) expression following Definition 2.

**Definition 12 (Non-Nullable Resolution).** Function `mkNullable()` computes the set of labels that are non-nullable.

\[
\begin{align*}
\text{mkNullable}(\epsilon) &= \{\} \\
\text{mkNullable}(l) &= \{l\} \\
\text{mkNullable}(r + s) &= \text{mkNullable}(r) \cup \text{mkNullable}(s) \\
\text{mkNullable}(r \cdot s) &= \text{mkNullable}(r) \cup \text{mkNullable}(s) \\
\text{mkNullable}(r^*) &= \{\}
\end{align*}
\]

The expression is made nullable by applying the following rule:

\[
\begin{align*}
\frac{l_1, l_2 \text{ are fresh labels}}{p_r[\delta] \xrightarrow{\epsilon} p_r[\delta_l + \epsilon_l]} \\
p_r \xrightarrow{\{} p_r \\
p_r \xrightarrow{l} q_r \\
p_r \xrightarrow{\{\}} q_r \\
p_r \xrightarrow{L_1} p'_r \quad p_r \xrightarrow{L_2} p''_r \\
p_r \xrightarrow{L_1 \cup L_2} p''_r
\end{align*}
\]

where \(L_1\) and \(L_2\) denote sets of labels.

We perform an over-approximation. For example, in case of alternatives it is sufficient to collect the labels from say the left component only. We will discuss such design choices shortly.

**Proposition 10 (Non-Nullable Resolution).** Let \(r, p_{n+1}, \ldots, p_1, x^1, \ldots, x^n\) such that \(p_1 = r\) and \(p_{i+1} \in \partial_x(p_i)\) for \(i = 1, \ldots, n\) where \(p_i\) are not faulty. Let \(L = \text{mkNullable}(p_{n+1})\) and \(r \xrightarrow{L} r'\) for some \(r'\). Then, we find that there exists \(q_r \in \partial_{x^1, \ldots, x^n}(r')\) such that \(q_r\) is nullable. Furthermore, \(\mathcal{L}(r) \subseteq \mathcal{L}(r')\).

We have now everything in place to define the algorithm to fix regular expressions in case of matching failure. We use Haskell-style syntax.

**Definition 13 (Fixing Mismatches).**

\[
\begin{align*}
\text{matchFix2 } & R \epsilon \\
| \exists r \in R. \nu(r) = \{ \} \\
| \text{otherwise } = \{ r' \mid p_r \in R \land r \xrightarrow{\text{mkNullable}(p_r)} r' \}
\end{align*}
\]

\[
\begin{align*}
\text{matchFix2 } R \ x \cdot \ w & = \\
& \text{let } R' = \bigcup_{p_r \in R} \partial_x(p_r) \\
& F = \{ p_r \in R' \mid p_r \text{ faulty} \} \\
& N = \{ p_r \in R' \mid p_r \text{ not faulty} \} \\
& \text{in if } N \neq \{} \\
& \quad \text{then } \text{matchFix2 } N \ w \\
& \quad \text{else } \{ r' \mid p_r = f \cdot s_1 \cdot \ldots \cdot s_n \in F \land r \xrightarrow{\{\}} r' \}
\end{align*}
\]
matchFix \ r \ w = 
  let \ R' = \text{matchFix2} \ \{ r \} \ w 
  in \ if \ R' = \{ \} 
    then \{ \ r \} 
    else \text{matchFix} \ R' \ w 
matchFix \ R \ w = \bigcup_{r \in R} \text{matchFix} \ r \ w

Helper \text{matchFix2} takes a set \( R \) of descendants of some expression \( r \) and some input word \( w \). The initial call is \text{matchFix2} \ \{ r \} \ w. If the input word is empty, we check if there is any nullable descendant. If yes, the match is successful. Nothing needs to be done and we simply return the empty set \{\}. If none of the descendants is nullable, we resolve this form of mismatch as described in Definition 12. The resolution step is applied on the initial expression \( r \) which we can access via notation \( p_r \). That is, expression \( r \) is an implicit parameter of all its descendants. Proposition 10 guarantees that the fix is effective.

For a non-empty word, we build the set of (immediate) descendants for each expression in \( R \). If we find some non-faulty descendants (see \( N \)) we continue as in case of the standard matching algorithm (see Definition 4). Otherwise, we resolve the mismatch as described in Definition 11 where the corresponding Proposition 8 guarantees that the fix is effective.

Function \text{matchFix} calls \text{matchFix2} to check if there are any fixes necessary. If not we simply return the expression. Otherwise, we run \text{matchFix} (and thus \text{matchFix2}) until all mismatches have been resolved.

Correctness of the algorithm follows immediately from our earlier results (Propositions 8, 9 and 10).

**Proposition 11 (Fixing Expressions).** Let \( r \) be an expression and \( w \) be a word. Then, \text{matchFix} \ r \ w yields a finite set \( R \) for any \( r' \in R \) we have that \( w \in \mathcal{L}(r') \) and \( \mathcal{L}(r) \subseteq \mathcal{L}(r') \).

It is also easy to see that the (fixing) process must eventually terminate as the size of the input word is of a fixed length.

5 Related Work

As far as we know there is no related work which attempts to fix faulty regular expressions. In the following, we summarize works which have some connections to our work.

**Debugging** There exist several tools, some are commercial [5, 12] and some are public domain [11, 3], which provide highlighting facilities to visualize the matching process for regular expressions. In case of matching failure, the erroneous position in the input string is typically highlighted. Based on the matching history (up to the point of failure) the user obtains information how to possible fix the failure. Such a form of debugging should be easily supported by our approach. We give a brief discussion in the conclusion.
Synthesis The works in [2, 8] apply machine learning and genetic programming
techniques to derive an expression which (not) matches a fixed set of positive
(negative) inputs. For example, the work in [8] starts of with an initial expressions
$r_0$ and attempts to find a refinement $r$ of $r_0$ which still satisfies all inputs where
$L(r) \subseteq L(r_0)$. In our setting, we assume that new inputs arrive which possible
requires to extend the expression $r$. Hence, learning of regular expressions and
our approach of fixing regular expression have different goals.

Parsing Parsing commonly refers to matching in case of context-free grammars.
Recovering from parsing failure is a classic topic. The two common approaches
are either to fix the input, e.g. consider[9, 7, 6], or simply to skip as much as
possible erroneous parts of the input, e.g. consider [10]. Transferring ideas of our
work to the setting of parsing is an interesting topic for future work which of
course requires first to establish the notation of partial derivatives for context-
free grammars.

6 Conclusion

We have introduced a novel method to fix regular expressions in case of matching
failure. This is something which to the best of our knowledge has not been
attempted before. There are several avenues for future work which we discuss in
the following.

Based on the mismatch information, we could provide detailed debugging
information for the user. For example, by highlighting the erroneous parts and
support a user-guided resolution mechanism. This is useful in the context of
teaching regular expressions but also has practical applications, e.g. assist test
engineers to fix erroneous specifications in the context of formal testing. We plan
to build such a regular expression debugging tool and explore its applications.

We argue that the fixes we provide are small as we only adjust the label po-

tion connected to a simple subterm. Can we guarantee that fixes are minimal?
A fix is minimal if we apply the least number of resolution steps to obtain an
expression which accepts the word.

We claim that for many cases we find minimal fixes. As discussed, we would
need to adjust Definition 12 to guarantee that the non-nullable resolution steps
are minimal. This is straightforward. For brevity, we omit the details. However,
there are still some corner cases left for which our method does not yield minimal
fixes.

For example, consider expression $x \cdot y$ and input $y$. Our method yields the
fix $(x+y) \cdot (y+\epsilon)$. As we will see, this fix is not minimal. First, we observe the
computation steps to obtain this fix. In a first step, we encounter the mismatch
$(y | x) \cdot y$ which yields the intermediate fix $(x+y) \cdot y$ where for brevity we ignore
labels. In the next round, matching of $(x+y) \cdot y$ against word $y$ yields $y$. As
this (final) expression is not nullable, we apply another fix which the results into
$(x+y) \cdot (y+\epsilon)$.

It is easy to see that this fix is not minimal as we could apply the non-nullable
resolution step immediately on subterm $x$. This then results into the minimal
fix \((x + \epsilon) \cdot y\). Incorporating this heuristic into our method is straightforward. Briefly, for each partial derivative \(p_r\) of shape \(s \cdot t\) where \(s\) is not nullable we build \(r \xrightarrow{\text{mkNullable}(s)} r'\). The process then starts again with \(r'\).

Another question is how to select the best fix in case there are several minimal fixes. Recall the example from Section 2. For expression \((x \cdot y + x)^*\) and input \(x \cdot z\) our method yields the fixes (1) \((x \cdot y + x + z)^*\), (2) \((x \cdot (y + z) + x)^*\) and (3) \((x + z) \cdot (y + \epsilon) + x)^*\) where (1) and (2) are minimal. How to give a precise characterization that one improves over the other? One idea is to look into matching policies such as greedy and POSIX and adjust them to our setting. This is some topic for future work.
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A Proofs

A.1 Proof of Proposition 8

Statement: Let \( r, p_{n+1}, \ldots, p_1, x^1, \ldots, x^n \) such that \( p_1 = r \) and \( p_{i+1} \in \partial_{x^1}(p_i) \) for \( i = 1, \ldots, n \) where \( p_{i+1} \) are non-faulty and \( p_{n+1} \) is faulty of the form \((x^n|\phi)_l \cdot s_1 \cdots s_m\) for some label \( l \), symbol \( y \) and some subterms \( s_i \) of \( r \). Let \( r \overset{(x^n|\phi)_l}{\to} r' \) and \( s_j \overset{(x^n|\phi)_l}{\to} s_j' \) for \( j = 1, \ldots, m \). Then, we find that \( s'_1 \cdots s'_m \in \partial_{x^{1-n}}(r') \). Furthermore, \( \mathcal{L}(r) \subseteq \mathcal{L}(r') \).

Proof. The statement \( \mathcal{L}(r) \subseteq \mathcal{L}(r') \) follows immediately as we obtain \( r' \) from \( r \) by providing alternatives for simple subterms.

The mismatch arises in the last step where we find that \((x^n|\phi)_l \cdot s_1 \cdots s_m \in \partial_{x^n}(p_n[y])\). By the tracing property (Proposition 6), we have that \( r[y] \).

Hence, from \( r \overset{(x^n|\phi)_l}{\to} r' \) we can deduce that \( r' = r[y + x^n]_{l_2} \) for some label \( l_2 \).

Via application of the extension property ((Proposition 7) we can argue that \( p_n[y] + x^n \in \partial_{x^{1-n}}(r) \).

From above and by observing the definition of the partial derivative operation we can follow that \( s'_1 \cdots s'_m \in \partial_{x^n}(p_n[y] + x^n) \).

Hence, \( s'_1 \cdots s'_m \in \partial_{x^{1-n}}(r') \) and we are done. \( \square \)

A.2 Proof of Proposition 9

Statement: Let \( r, p_{n+1}, \ldots, p_1, x^1, \ldots, x^n \) such that \( p_1 = r \) and \( p_{i+1} \in \partial_{x^1}(p_i) \) for \( i = 1, \ldots, n \) where \( p_{i+1} \) are non-faulty and \( p_{n+1} \) is faulty of the form \((x^n|\phi)_l \cdot s_1 \cdots s_m\) for some label \( l \) and some subterms \( s_i \) of \( r \). Let \( r \overset{(x^n|\phi)_l}{\to} r' \) and \( s_j \overset{(x^n|\phi)_l}{\to} s_j' \) for \( j = 1, \ldots, m \). Then, either (1) \( \epsilon_l \in \partial_{x^n}(p_n[y] + x^n) \) for some label \( l' \) or (2) \( s'_1 \cdots s'_m \in \partial_{x^{1-n}}(r') \). Furthermore, \( \mathcal{L}(r) \subseteq \mathcal{L}(r') \).

Proof. Statement \( \mathcal{L}(r) \subseteq \mathcal{L}(r') \) follows immediately.

For the remaining part, we distinguish among the following two cases.

Case \( r[\epsilon] \): That is, \( \epsilon \) is as a subterm in \( r \). The \( \epsilon \) mismatch failure only arises in the last step. Hence, for the earlier steps we find that \( p_{k+1}, [\epsilon_l] \in \partial_{x^k}(p_k, [\epsilon_l]) \) for \( k = 1, \ldots, n - 1 \). By application of the extension property (Proposition 7) we can argue that \( p_{k+1}, [\epsilon_l + \epsilon_{l_2} \cdot x^n] \in \partial_{x^k}(p_k, [\epsilon_l + \epsilon_{l_2} \cdot x^n]) \) for some fresh labels \( l_2, l_3 \) for \( k = 1, \ldots, n - 1 \).

Let’s consider the last (failure) step \((x^n|\phi)_l \cdot s_1 \cdots s_m \in \partial_{x^n}(p_n, [\epsilon_l])\). By observing the definition of the partial derivative operation we find that \( s'_1 \cdots s'_m \in \partial_{x^{n-1}}(p_n, [\epsilon_l + \epsilon_{l_2} \cdot x^n]) \).

Hence, for \( m \geq 1 \) we can establish (2), otherwise, (1) holds.

Case \( \neg r[\epsilon] \): That is, \( \epsilon \) is not a subterm in \( r \). Hence, the term \( \epsilon_l \) arises in some intermediate step. By definition of the partial derivative operation and due to the application of the smart constructor, it must be the case that \( \epsilon_l \in \partial_{x^{1-n}}(r') \).

That is, \( p_n = \epsilon_l \). More specifically, we can argue that \( \epsilon_l \in \partial_{x^{n-1}}(p_{n-1}, [x^{n-1}]) \).
By the tracing property (Proposition 6), we have that \( r[\sigma^{n-1} \delta] \). Hence, from \( r \xrightarrow{(\sigma^n)\phi} r' \) we can deduce that \( r' = r[\sigma^{n-1} + \sigma^{n-1} \cdot \sigma^l_3] \) for some labels \( \sigma_2, \sigma_3 \).

Via application of the extension property ((Proposition 7) we can argue that \( \sigma^n \sigma_3 \in \partial_{x^1 \ldots x^{n-1}}(r') \). Hence, \( \epsilon \sigma_3 \in \partial_{x^1 \ldots x^n}(r') \) and we are done. \( \Box \)